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Today's Agenda

» Topic overview: Objective, Behavioral, & Physiological Measures

» Hands-on activity

© Human-Computer Interaction | Professor Mutlu | Week 10: Methods: Objective, Behavioral, & Physiological Measures 2



Recap: What are di!erent kinds of measurements we can take?

1. Objective: Measurement from participants against an objective 
standard, e.g., performance in a test 

!

 our focus today

2. Behavioral: Measurement of the actions and behaviors of 
participants, E.g., how much eye-contact participants maintain with 
a robot 

!

 our focus today

3. Subjective: Measurement of self-report data on subjective 
evaluations, e.g., preferences, personality 

4. Physiological: Measurements taken directly from participants’ 
bodies, e.g., body temperature, GSR, EEG, EMG, fMRI 

!

 our focus 
today
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Objective Measurements
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What are objective measurements?

Definition: Measurements of variables that can be determined 
objectively through direct observation, a.k.a., performance 
measurements. 

Another way to think about it: Measurements of user behaviors/actions 
contextualized in a domain task.
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What are types of objective measurements?1

1. Task success

2. Time-on-task

3. Errors

4. Efficiency

5. Learnability

1 Albert & Tullis, 2013, Measuring the User Experience
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What is task success?

Definition: Task success measures capture how effectively users are able 
to complete a given set of tasks.

Task success can be measured as a binary variable or as a level of 
success.

Alternatively, task success can be measured in terms of task failure.
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Binary success

Definition: A measure of whether participants successfully completed 
the task or failed to complete the task. Progress in the task is not 
captured in binary success measures.

When multiple tasks are used, we can calculate average task success per 
task or per participant.

© Human-Computer Interaction | Professor Mutlu | Week 10: Methods: Objective, Behavioral, & Physiological Measures 8



1

1 Albert & Tullis, 2013, Measuring the User Experience
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Level of success

Definition: A measure of to the extent to which participants performed 
the task successfully and independently.

Different ways to formulate:

» Discrete levels of success: complete success, partial success, failure

» Discrete levels of failure: no problem, minor problem, major problem, 
failure/gave up

» Subtask success: The number of steps/subtasks completed successfully

» Success with/without assistance: complete success (with/without 
assistance), partial success (with/without assistance), failure (user 
thought it was complete, but it wasn't/user gave up)
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1 Albert & Tullis, 2013, Measuring the User Experience

© Human-Computer Interaction | Professor Mutlu | Week 10: Methods: Objective, Behavioral, & Physiological Measures 11

https://search.library.wisc.edu/catalog/9911117975002121


Task failure

Definition: Measures of the rate at which users fail to successfully 
complete the task.

Different forms of failure:

» User gives up

» Experimenter ends the session, e.g., because the user is stuck/clearly 
not making progress

» User takes longer than the allotted time for the task

» Incorrect outcome where the user thought that the task was 
successful, but it wasn't
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What is time on task?

Definition: Time on task measures how much time is needed by users to 
perform the experimental task.

Different summary statistics, e.g., geometric mean, might be more 
appropriate for time on task measures.2

2 McNichol, 2018, On Average, You're Using the Wrong Average
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1

1 Albert & Tullis, 2013, Measuring the User Experience
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What is task error?

Definition: Task error is a measurement of various errors that users 
make in performing the task. Task errors are usually incorrectly 
performed steps within a task, e.g., pressing the wrong button. 

Most error measurements involve simple counts of the number of errors 
observed.

Errors can also be rated for severity to create a composite error measure.
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1 Albert & Tullis, 2013, Measuring the User Experience
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What is task e!ciency?

Definition: Task efficiency measures the e!ort that users exert to 
successfully complete the task. 

Can be formulated to capture cognitive (e.g., understanding instructions) 
or physical (e.g., performing copy and paste) effort.
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Efficiency is commonly a composite measure of task success and task time.1

1 Albert & Tullis, 2013, Measuring the User Experience
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1

1 Albert & Tullis, 2013, Measuring the User Experience
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What is task learnability?1

Definition: Task learnability captures how user performance improves 
(e.g., in task learning) or degrades (e.g., fatigue) over time. Usually 
measured by repeating measurements across trials.

1 Albert & Tullis, 2013, Measuring the User Experience
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Single, multiple, & composite measures

Single: When a single observable measurement is taken to assess the 
dependent variable.

Multiple: When multiple measures assess the same high-level concept 
to understand capture multidimensional phenomenon (speed, error 
frequency, error amount can be considered different dimensions of 
performance) or tradeoffs (e.g., speed-accuracy tradeoff).

Composite: When multiple measurements are combined into a single 
measurement (e.g., efficiency is a combination of time and success).
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Behavioral Measurements
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What are behavioral measurements?

Definition: Measurements of participant task actions or behavior that 
are observed directly or through instrumentation.
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What's the di!erence between behavioral and objective measures?

Not all behavioral measures are inherently objective. If objectivity can 
be established (e.g. through inter-coder reliability), then behavioral 
variables can be used as objective measures.
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What are di!erent kinds of behavioral measures?

High-level behaviors, e.g., task/goal-related behaviors

Low-level behaviors, e.g., verbal (e.g., frequency of word use), 
nonverbal (e.g., frequency of mutual gaze), psychophysical (e.g., heart 
rate)
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How do we measure behaviors?

An example: gaze behavior

» Number of fixations — overall

» Gaze % — proportion of time — on each area of interest 

» Fixation duration mean — overall

» Number of fixations on each area of interest

» Gaze duration mean, on each area of interest

» Fixation rate overall — !xations/s

» Many others…
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Challenges in behavioral measurements

Effort: It is a significant amount of effort

Measurement quality: Difficult to ensure objectivity and reliability
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Some good news...3

3 Murphy, 2005, Using thin slices for behavioral coding
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Physiological Measurements
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What are physiological measurements?

Definition: Measurements taken directly from the participant's body as 
an indicator of a physiological state. Common measures include:

» Eye tracking, pupil dilation

» Galvanic skin response (GSR)

» Muscle movements — Galvanic Skin Response (GSR)

» Muscle activity — Electromyogram (EMG)

» Brain activity — Electroencephalogram (EEG), Functional Magnetic 
Resonance Imaging (fMRI), Functional Near-infrared Imaging (fNIR)
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4

4 Lazar et al., 2017, Chapter 13
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eye tracking
• Head or desk mounted equipment tracks the position of 

the eye 

• Eye movement might indicate the amount of cognitive 
processing a display requires 

• Measurements; 
• Fixations: Eye maintains stable position. Number and duration 

indicate level of difficulty with display 

• Saccades: Rapid eye movement from one point of interest to another 
or around a point of interest 

• Scan paths: Moving straight to a target with a short fixation at the 
target is optimal





BEFORE AFTER



Dong, Y., Lee, K. P. (2008). A cross-cultural comparative study of users' perceptions of a 
webpage: With a focus on the cognitive styles of Chinese, Koreans and Americans. 
International Journal of Design, 2(2), 19-30.



Blais C, Jack RE, Scheepers C, Fiset D, and Caldara R, (2008). Culture 
Shapes How We Look at Faces. PLoS ONE, 3(8): e3022.



pupil dilation
• Pupils dilate in response to; 

• Extreme emotional situations (fear,  pain, 
contact with nerves) 

• Loads on working memory, increased 
attention, sensory discriminations, 
cognitive load 

• Intensifies perceptions of emotional states 
(sadness) 

• Mirror responses to other people’s pupil sizes 

• Might indicate empathy
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other physiological signals
• Emotional response linked to physical changes 

• These may help determine a user’s reaction to an interface 

• Measurements: 
• Heart activity, including blood pressure, volume and pulse 

• Activity of sweat glands: Galvanic Skin Response (GSR) 

• Electrical activity in muscle: electromyogram (EMG) 

• Electrical activity in brain: electroencephalogram (EEG) 

• Difficult to interpret some physiological responses



GSR
• Galvanic skin response (GSR) 

• Also called Electodermal response 
(EDR) 

• A.k.a. “sweat” 

• Sensitive to affective stimulation and 
attention 

• May measure long-term recall and 
effectiveness
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brain activity
• The electroencephalograph (EEG) 

• Alpha activity 

• Degree of activation 

• Associated with inactivity, resting, & sleeping 

• Hemispheric lateralization 

• Distinguishes between activity in the: 

• Left hemisphere of the brain — processes 
visual stimuli 

• Right hemisphere of the brain — processes 
verbal stimuli
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EMG
• Electromyography (EMG) 

• Measures electrical activity in the muscles 

• Facial expressions



fMRI
• Functional Magnetic Resonance Imaging 

(fMRI) 

• Measures in changes in blood flow related 
to neural activity 

• Blood-oxygen-level dependence (BOLD) 

• Measures activation in all regions with 
high spatial resolution 

• Particularly useful in emotion research



Mutual and averted gaze stimuli & 
response in the brain  
(Pelphrey et al., 2004)

walked toward them and shifted his neutral gaze either toward (mutual

gaze) or away (averted gaze) from them (see Fig. 1). We randomly

changed the side from which the figure passed the observer, so that the

identical gaze shift could serve for both mutual and averted gaze and

thus control for any physical differences in the evoking stimulus. We

reasoned that if gaze-related STS activity reflects the operation of a

simple eye movement detector (or, more generally, a biological motion

detector), the region should not respond differentially to mutual and

averted gaze.

We found that mutual gaze evoked greater activity in the STS than

did averted gaze. In contrast, the FFG responded equivalently to

mutual and averted gaze. Thus, we show that the STS is involved in

processing social information conveyed by shifts in gaze within an

overtly social and dynamic context, and that activity in this region is

influenced by the social context (that of approach or avoidance) in

which an observed human action occurs.

METHOD

Subjects and Tasks
Eight right-handed healthy young adults (5 males) served as subjects

for the fMRI task, and 6 more healthy young adults (3 males) par-

ticipated in the behavioral task that was conducted outside of the

scanner. All subjects provided written informed consent.

fMRI Task
Two experimental conditions were generated using the Poser 4.0s

software program (Curious Labs Inc., Santa Cruz, California). In each,

subjects viewed a virtual hallway into which an animated male figure

entered by rounding a corner on the far side; the figure walked toward

them and shifted his eye gaze while passing, at exactly 5.8 s after the

onset of the sequence (see Fig. 1). In the mutual-gaze condition (see

the lower left panel of Fig. 1), the figure’s eyes moved toward the

subject, where they remained fixed for 1 s before exiting from view. In

the averted-gaze condition (see the lower right panel of Fig. 1), the

figure’s eyes made a movement of equal magnitude and duration away

from the subject before exiting from view. Prior to the gaze shift, the

two conditions were identical.

On each trial, the figure entered from either the left or the right and

appeared to pass by the observer on the left or right, respectively. We

formed four possible stimulus configurations by crossing the direction

of gaze with the side on which the figure passed the observer. Thus,

averted gaze occurred when the figure moved his eyes to the right

while passing on the right or moved his eyes to the left when passing

on the left. Mutual gaze occurred when the figure moved his eyes to

the right while passing on the left or moved his eyes to the left while

passing on the right. Stimuli were counterbalanced so that the figure

approached and passed the viewer from the left and right sides of the

hallway an equal number of times. We emphasize that the mechanical

aspects of the gaze shifts were identical across conditions. Only the

direction of gaze, and the associated social signal, differed.

The program CIGAL (Voyvodic, 1999) was used to present stimuli

at XGA resolution via LCD display goggles. Subjects were instructed

to pay attention to the figure’s eyes as he walked down the hallway.

Each vignette lasted 7 s, and trials were separated by a 14-s intertrial

interval (ITI), during which the subject viewed the hallway with no

figure present. Trials were randomized within 7.25-min runs, and each

subject completed an average of 8.5 runs.

Behavioral Task
The behavioral task included the same two conditions, as well as a

third condition in which the passing figure did not make a gaze shift.

Again, subjects viewed brief videos, which were separated by a 3- to

5-s ITI. Stimuli were presented on a 21-in. monitor at a comfortable

seating distance, and subjects pressed buttons to indicate whether the

figure looked toward or away from them. Subjects were instructed to

make no response if they did not think the eyes shifted. Across 192

trials, each of the three conditions (mutual gaze, averted gaze, or no

gaze) appeared 64 times in random order. Trials were presented in four

runs lasting 8.87 min each (48 trials per run), and were again coun-

terbalanced so that the figure approached from each side of the

hallway an equal number of times.

Imaging and Data Analysis
For scanning, we used a General Electric 4-T LX NVi MRI scanner

system equipped with 41-mT/m gradients and a quadrature birdcage

radio frequency (RF) head coil for transmitting and receiving (General

Electric, Milwaukee, Wisconsin). Sixty-eight axial images were ac-

quired using a three-dimensional fast spoiled gradient-recalled echo

pulse sequence (repetition time5 500 ms; echo time5 20 ms; field

of view5 24 cm; image matrix5 2562; voxel size5 0.9375 ! 0.9375

! 1.9 mm) and were used for co-registration with the functional data.

Functional images were acquired using a gradient-recalled inward-

spiral pulse sequence (Glover & Law, 2001) sensitive to blood-

oxygenation-level-dependent (BOLD) contrast (repetition time5
1,500 ms; echo time5 35 ms; field of view5 24 cm; image matrix5

Fig. 1. Experimental conditions. The first 5.8 s of the 7.0-s walking
sequence were identical for the two conditions (upper two panels, left to
right). In mutual gaze (lower left), the figure’s eyes moved toward the
subject 5.8 s into the sequence. In averted gaze (lower right), the figure’s
eyes moved away from the subject 5.8 s into the sequence. The conditions
were created using virtual-reality software to portray a commonly en-
countered social setting—a stranger passing in the hallway.
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fNIR
• Functional near-infrared imaging (fNIR) 

• Measures oxygen levels 

• Indicates cognitive activity

  

RMSE, do not contain activation changes (i.e. a 

constant curve was drawn). While maintaining constant 

activation in a particular brain region is difficult, the 

challenge facing letter construction is one of relatively 

rapid state changes. Further, the onset latency of the 

BOLD response itself remains a challenge to near real-

time response. 

 

 

Figure 4. Example trials: 1st and 2nd row contains successful J 

and C construction respectively; the 3rd and 4th rows contain 

unsuccessful J and C construction respectively 

 

Future Work  

The results presented here represent an initial study of 

the efficacy of letter construction using a fNIRS-based 

BMI. We expect a complete study that tests all letter 

construction efficacy and accuracy to be successful. 

Several enhancements were noted during data 

gathering that will inform more sophisticated inference 

mechanisms for the interface. Currently, we are 

working with a more general interface that removes a 

priori biases in the drawing start state. 

Finally, combining the continuous control shown here 

with discrete choice control will allow for a more robust 

drawing experience. Using additional sensors and 

mental tasks to represent discrete choices addresses 

the additional representational complexity. Target tasks 

include color palette selection and brush selection as 

well as other functionality common in conventional 

drawing interfaces. 
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